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To:  Representative Robert E. Craven, Sr., Chair of the House Judiciary Committee 

Honorable Members of the House Judiciary Committee 

 

From:  Lucy Rios, Executive Director 

 RI Coalition Against Domestic Violence 

 

Date:   February 4, 2025 

 

Re:  Support for House Bill 5046 

 

On behalf of our network of member agencies and SOAR, our taskforce of survivors, the 

Rhode Island Coalition Against Domestic Violence appreciates this opportunity to 

express our support for House Bill 5046. This legislation strengthens our state statute 

related to the distribution of sexually explicit images without consent by including those 

images generated or altered by digital devices.  

 

Though RI has an existing statute that penalizes the distribution of revenge porn, the 

language as written does not explicitly cover those victims whose images were digitally 

generated or altered without their consent. Meanwhile, the proliferation of digitally 

generated images (deepfakes) is increasing exponentially, with researchers pointing to a 

550% increase in deepfake videos available online between 2019-2023.1 Of those tens 

of thousands of videos, ninety-six percent are pornographic - overwhelmingly 

targeting women and often depicting victims being raped or otherwise sexually 

abused.2,3 

 

Patterns of domestic violence are marked by power and control. As advances are made in 

technology - namely, the growing power of artificial intelligence programs - survivors of 

domestic violence too often experience technological abuse. Abusive partners maintain 

power over their victims by threatening the release of their sexually explicit images to 

family members, places of employment, or on social media. Broadened access to 

technological programs that create deepfakes means that a survivor could be threatened 

with the release of sexually explicit images that not only did they never consent to 

sharing, but were entirely generated or altered without their consent.  

 

As artificial intelligence advances every day, our state needs to act urgently to prevent 

further instances of this form of technological abuse from causing harm. Technology is a 

weapon that people who use violence wield to maintain control over their victims. 

Survivors in our communities deserve clear and strong legal protections against these 

growing threats of technology.  

 

Thank you for your consideration of this important legislation. 
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